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Abstract — In this paper the measurements taken for the
devdopment of instruction-level energy models  for
microprocesrs are presented and analyzed. An appropriate
measuring environment and a suitable measuring methoddogy
was deveoped for taking the necessary measurements. The energy
of an instruction is defined as a sum of three @mponents. The
pure base energy oost, the inter-instruction cost and the dfea of
the eergy sensitive factors (instruction parameters). These
components are daracterized for each instruction of the
ARM7TDMI embedded processor and their values are analyzed.
Using the resulted modds estimates of the energy consumption of
real software kernelswith only up to 5% error was determined.

I. INTRODUCTION

Last yeas, low power consumption hes been established
as the third main design target for digital systems together
with performance ad area Consequently, acarate
estimators of the power consumption at the system as well as
the lower level of abstradion are necessary. A large number
of embedded computing applicaions are power or energy
criticd. Early work on pocessor analysis had focused on
performance improvement without determining the power-
performance tradeoffs. Recently, significant research in low
power design and powver estimation and analysis has been
developed.

Embedded software power modeling techniques are
distinguished into two man caegories, physicd
measurement-based and simulation-based ores. In
measurement-based  approaches [1-7], the eergy
consumption of software is characterized by data obtained
from red hardware. The alvantage of measurement-based
approaches is that the resulting energy model proves close to
the adual energy behavior of the processor.

In measurement techniques, a common padice is to
asciate instructions running on the processor with their
correspording energy cost. Accurate instruction-level power
or energy models can be aeaed by monitoring the
instantaneous current drawn by the processor and then
cdculating the energy of the instruction. For this purpose a
measuring environment has been proposed by the aithorsin
[8] using a high performance arrent mirror based on BJT
transistors as current sensing circuit. Also an instruction-level
energy consumption modeling methodology has been
proposed [9] aiming in the aedion d highly acarate

models. In this paper the results of our experiments are
presented and analyzed.

II.INSTRUCTION-LEVEL ENERGY MODELING

The energy consumed during the exeaution d instructions
can be distinguished acwrding to [1] in two components. The
base wst, energy amount needed for the exeaution of the
operations which are imposed by the instructions, and the
inter-instruction cost which corresponds to an energy
overhead due to the dhanges in the state of the processor
provoked by the successve eecution o different
instructions. Measurements for determining these two energy
amourts for ead instruction d the ARM7TDMI processor
were taken and presented in [10]. However the base wstsin
[10] were for spedfic operand and address values (zero
operand and immediate values and spedfic addressvalues to
minimize the dfed of 1s). This base st is cdled pure base
cost.

We have observed in our measurements that thereisalso a
dependency of the energy consumption o the instructions on
the values of their parameters (register number, operand
values, operand addresss, etc). To crede acarate models
this dependency has to be determined. Additional
measurements were taken to satisfy this necesdty. It was
observed by the measurements that there is a dose to linea
dependency of the energy on these parameters, versus the
number of 1sin their word space. Consequently, the dfed of
any of the @ove energy-sensitive factors can be dficiently
modeled by a wefficient.

Making some gpropriate experiments we observed that
the dfed of ead energy-sensitive facor on the energy cost
of the instruction is independent of the dfed of the other
fadors. The dfects on the energy of these fadors are
uncorrelated as can be observed in Table 1. As opval, we
denote the operand values energy-sensitive fador, whereas
regnum corresponds to the register number fador. The
distortion d our results from this conclusion is, most of the
time, less than 2-3% and only in some marginal cases
bemmes more than 7%. According to this conclusion, the
effed of the energy-sensitive fadors can simply be alded to
give the total energy amourt.

Other sources of energy consumption are cndtions of the
procesor, which lead to an overhead in clock cycles becaise
of the gppearanceof idle gycles. This, for example, isthe cae



of the gpeaance of pipeline stalls. The gfed of such cases
on the energy consumption was measured.

Table 1. Comparison of measured to calculated instruction energy
costs (nJoules) due to additional dependencies

Measured | Calculated
Instructionformation  |opval |opval+ |opval |opval+ |% diff
regnum regnum

ADD Ry4R\RsASR Ry | 258 261 257 261 -0.04
ADD Ry4,Rn,Rs, ASR 167, 160 155 1.60 -0.27
#Hmm

ADD Ry,Rn,Rs 151 159 151 156 171
ADD Ry,R,,R,RRX 151 163 152 1.64 -1.19
LDR Ry, [Rn,R{ 3.07] 327 297 3.29 -0.63
STR Ry, [Ry,R{ 228 248 223 243 201

IIl. PURE BASE COST AND INTER-INSTRUCTION
COST MODELS—-ANALYSISOF THE RESULTS

The omplete models for the instruction-level energy
consumption o the ARM7TDMI can be found in [11].
Thousand experiments correspondng to the exeation o
loops of instruction instances on the processor to redize the
appropriate pipeline cndtions [9] were implemented. For
the measurement of the i nstantaneous current of the processor
the measuring environment proposed in [8] was employed.
Pure base wsts of al the instructions and for al the
addressng modes are given. Sincethe number of the posdble
instruction pairs (taking into accourt the aldressng modes) is
enormous, groups of instructions and groups of addressng
modes according to the resources they utilize have been
formed and inter-instruction costs have been given ony for
representatives of these groups. In this way we keep the size
of the required model values reasonable without significant
degradation d the acuracy (less than 5% in the inter-
instruction cost by using only representative instructions).

For measuring the pure base @sts, loops with a reference
instruction (we have seleced the NOP) and the one test
instruction were exeauted. The energy of the test instruction
was cdculated as the sum of the energy consumed in the
clock cycles required for this instruction to be exeauted
minus two times the energy budget of the NOP instruction.
(Due to the pipeline structure, two NOP instructions are dso
exeauted in the dock cycles neaded for the exeaution of atest
instruction).

In the measurements for the inter-instruction costs,
program loops feauring appropriate instruction peirs were
formed. In this case, in four clock cycles one Instrl, one
Instr2 and two referenceinstructions are exeauted.

Some results for the pure base st are shown in Table 2.
The values of the pure base @sts present most of the time a
difference less than 20% in the energy of the instructions
which are exeauted in the same number of cycles. Also, it has
been shown that the existenceof a cmnditionin the instruction
does nat influence significantly the energy of the instruction.

For the instructions which need more ¢ycles (clocks per
instruction more than 1, CPI>1) the energy cost increases
acording to the required cycles. In this way, a
computationally efficient model with less but not
unaaceptable acairacy (depending on the dm of its use) can
be provided by assgning energy values to the instructions
only acording to the number of cycles they need.

Instructions that provably belong to the same instruction
groups, are ansidered to exhibit similar variations to the base
energy cost due to effeds that could be modeled as inter-
instruction related. Since instructions belonging to the same
instruction group are using the same hardware resources it is
probable that the inter-instruction effect between them will be
in comparison small, the opposite goes when the instruction
utilize diff erent system resources.

Table Il. Base cost energy consumption (for zero operands)

Instruction E (nJ)

ADD R2, RO, R1 0.910
AND R2, RO, R1 0.856
ORR R2, RO, R1 0.907
ORRSR2, R0, R1 0.967
MOV R2, R1 0.935
MOV RO, RO 0.903
ADD R2, RO, R1, ASR R3 2.137
B label 3.095
LDR R2, [R1, R3] 2774
STRR2, [R1, R3] 1.961
MUL R2, RO, R1, R10 2.768
MLA R2, RO, R1, R10 3.748
CMPRO, R1 0.751
SWP R2, RO, [R]] 3.917
MRS R2, CPSR 0.977
MSR CPSR_f, R2 1.143

For example, when exeauting data-processng instructions,
the second (flexible) operand determines which functional
units shall be used for exeauting the instruction. Thus, we can
distinguish 4 dfferent caegories for the data-processng
instructions, which are shown in Table 3. The @rresponding
inter-instruction costs are given in Table 4. This concept is
also applied to aher instruction types, so that only a
representative part of the instruction and addressng mode
range hasto be eplicitly measured.

Table Ill. Grouping of the data-processing instruction addressing
modes based on architectural characteristics

nd A Addressng
Group | 2™ source operand functionality modes
1 | Shift amount from aregister 3,57
Shift amount from immediate ,4,6,8/11

1
2 2
3 | Register operand 9
4 1

Immediate operand 0




Most of the values of the inter-instruction costs have
negative sign as it was expected due to the followed
approach. The ntribution of the inter-instruction costs
remains snall. Asit can be observed by our models most of
the inter-instruction costs are less than 5% of the
correspording pure base wsts while dmost all the caes are
covered hy an 15% percentage.

Table IV. Inter-instruction effect costs for representative addressing
modes of the ADD instruction

Addressng
mode 1 2 3 4
group
1 -0.332 -0.215 -0.232 -0.159
2 -0.269 -0.177 -0.165 -0.103
3 -9.02E-02| -5.98E-02 -0.186 -0.2
4 -0.141| -5.35E-02| -9.08E-02| -7.53E-02

To determine the accuracy of the method a number of
programs with various instructions (CPI=1 or CPI>1) have
been creaed [10]. In these instructions the operand values
were kept zero and thus the dfea of energy sensitive fadtors
wasn't taken into acourt. The energy consumed duing the
exeaution of eadr program was cdculated diredly from
measurements and also cdculated by using the instruction-
level energy models derived by the proposed method The
error was found to be up to 1.5%.

According to the &ove, the energy, E;, consumed duing
the exeaution d thei instruction can be modeled as:

E; =b+3a;;N,;; N

where b is the pure base st of thei instruction, a;; and N;;is
the wefficient and the number of 1s of the j energy-sensitive
fador of the i instruction, respedively. The wefficients for
the energy-sensitive fadors are given in Table 5.

Each instruction may contain some of these eergy-
sensitive fadors. The dfed of all these factors have to be
taken into acount to crede the energy budget of the
instruction.

Table V. Energy-sensitive factor coefficients

Energy-sensitive fador Coefficient
Register number a1
Register value a2
Immediate value a3
Operand value a4
Operand address as
Fetch address a6

Having modeled the energy cost of the instructions, the
energy consumed for running a program of n instructions can
be estimated as:

n n-1
PEngi‘*%Oi,iﬂ"'Ze )

where O,; is the inter-instruction cost of the instructionsi and
j, and gisthe st of apipeline stall.

IV. ANALY SIS OF THE ENERGY DEPENDENCY ON
THE INSTRUCTION PARAMETERS

The dependency of the energy of the instructions on the
values of the instruction parameters and the operands, cdled
energy sensitive fadors, was also studied. Energy depends on
the number of 1sin the word structures of these entities. The
energy-sensitive fadors are the register numbers, the register
values, theimmediate val ues, the operand values, the operand
addresses and the fetch addresses of the instructions. The
effed of ead fador was studied separately from the others
since the arrelation between the dfed of these fadors is
insignificant (seeTable 1).

The observed energy dependency can be gproximately
with sufficient acarracy by linea functions. Coefficients
should be derived for ead instruction for any energy
sensitive fadtor. However, appropriate groupng of the
instructionsis used to keep reasonabl e the number of required
coefficients to increase the applicability of the method
without significant lossin the acaracy.

The grouping of the instructions for the derivation d the
coefficients and the rrespording measurements are
presented in [11]. According to the results the linea
dependency mentioned above is obvious. Some results are
presented here. In Figure 1 the dfect of the register number
for data-processng instructions in register addressingmodeis
presented. The adua physicd measurements versus
estimated energy values for the ADC instructionis iown in
Table 6 where the adieved for the seleded coefficient
acatracy is also given. The aror is less than 3%. Such a
value of the aror charaderizes all the seleded coefficients.
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Fig. 1. The effect of register number for data-processing instructions
in register addressing mode



Table VI. Actual physical measurements against estimated energy
values for the ADC(9)

Num 1s|Estimated| Measured | % error [Model parameterg
0 0.874 0.855 2.20
2 0.936 0.929 0.74
2 0.936 0.924 1.23
5 1.028 1.040 1.19
6 1.059 1.067 0.77
8 1121 1.119 0.16| a1 | 3.08E-02
8 1121 1.124 0.28| b 0.874
9 1.151 1.124 247
7 1.090 1.088 0.17
5 1.028 1.054 246
8 1121 1.114 0.61
4 0.997 1.023 251

The energy consumption versus the aygregate number of
1s in the register values for the ADD instruction in the
register addressing mode is given in Figure 2. The linea
dependency is obvious.

The quantities which are transferred from memory to
register or inversely during the exeaution of load or store
instructions also affed the energy of the instructions. The
energy consumption versus the number of 1s in operand
values for the STR instruction is shown in Figure 3. The
effed of operand addresses in the energy consumption of
load and store instructions versus the number of 1s is
evaluated by varying the offset operand values which
corresponds to the displacement on a spedfied base memory
address
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Fig. 2. Energy consumption versus the aggregate number of 1s in the
register values for the ADD instruction in register addressing mode

Test measurements are given in Figure 4 and the extraded
coefficients for the dfed of the operand values are given in
Table 7. As can be seen from the wefficient valuesin[11] all
the sensitive-energy fadors except the register val ues present
almost equivalent effed onthe energy of the instruction. The

effed of the register values is one order lower except of the
case of multiplications where it has smilar to the others
energy-sensitive fadors effed.

Energy consumption: STR vs operand values
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Fig. 3. Energy consumption versus the number of 1s in operand
values for the STR instruction

Finally there is only a moderate dependence versus the
number of 1sin theinstruction fetch addressand therefore the
correspording energy cost isnot considered in our models.

Table VII. Coefficients (ajs) for the operand addresses effect on load
and store instructions

Instruction [ Addressingmode| Coefficient
type group value Std. Dev.
LDR Immediate off set 4.55E-02
Scded register
LDR off set 5.20E-03
STR Immediate off set 3.85E-02
Scded register
STR off set 7.27E-03
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V. ANALYSISOF THE BFFECT OF PIPELINE STALLS
AND FLUSHES

The ARM processor supports the RISC architedural
paradigm. Moreover, the processng of the ARM instructions
is subdivided into three pipéline stages (Instruction Fetch —
Instruction Demde — Exeaute) to improve performance in
terms of throughpu.

Generally, the processing flow can be delayed due to a
condition that cannot be satisfied at the time needed. When
such a situation occurs, the pipeline is galed and this
irregularity results in a pipeline stage with no useful
computations performed. In the cae of the ARM processor
core, we distinguish two categories of such conditions, a)
pipeline flushes due to altering the ntrol flow of the
program by introducing a non-sequentia value to the PC and
b) pipeline stals when the ndtion defined for a
conditionally exeauted instructionis not satisfied.

For these types of pipeline stalls, small program loops to
adivate arresponding condtions have been implemented in
order to measure their effed on the energy consumption. For
ead type of these stall casesin the pipeling, it is found that a
single @solute overhead to describe their cost in energy is
sufficient. The crresponding overhead values are shown in
Table 8.

Table VIII. Model parameters for the effect of pipeline stalls

Instructiontype  |Absolute overhead to base st (nJoules)
Pipeline flush

Any | 2.04

Pipeline stalls

Data processng 1.08

and |load-store

Multiply 1.46

Branch 1.60

To evauate the &solute aceracy of our modeling
approadh, red programs were used as benchmarks. Table 9
gives the measured and estimated energy consumption for a
small program kernel. The mrresponding assembly list has
been extraded from a C program by utilizing the fadlities of
the armcc tool, shipped with the ARM ADS software
distribution. The measured values correspond to the energy
consumption during the gycles while the estimated values
correspord to the @nsumption o the instructions. The
overall energy disspation iscdculated by summing up all the
individual contributions that related to variations in the
energy consumption at the instructionlevel. According to our
results the eror of our approach in red life programs was
fourd to be lessthan 5%.

Table IX. Comparison of estimated and measured energy consumption of a real kernel

Instruction formation | Cycle | Measured Ebase | Einter [Eregnum|Eregval| Eimm | Estall |Estimated
MOV al, #5 1| 9.248-01 0.930 0.000[ 0.000( 0.069 0.999
SUB al, al, #1 2| 9.431E-01 0.800[-0.092] 0.000| 0.015] 0.068 0.791
CMPal, #1 3| 8.109%-01 0.830[-0.112] 0.000| 0.008| 0.068 0.793
BGT label 4| 7.680E-01 3.100]-0.130 2.970

5 1.022 -0.032 -0.032
6| 9.213-01 0.000
SUB al, al, #1 7| 9.050E-01 0.800 0.000| 0.008| 0.068 0.875
CMPal, #1 8| 9.503E-01 0.830(-0.112| 0.000| 0.015| 0.068 0.801
BGT label 9| 7.671E-01 3.100]-0.130 2.970
10 1.025 -0.032 -0.032
11| 9.262E-01 0.000
SUB al, al, #1 12| 9.040E-01 0.800 0.000| 0.015] 0.068 0.883
CMPal, #1 13| 9.442E-01 0.830(-0.112| 0.000] 0.008| 0.068 0.793
BGT label 14| 7.679-01 3.100(-0.130 2970
15 1.023 -0.032 -0.032
16| 9.262E-01 0.000
SUB al, al, #1 17| 9.086E-01 0.800 0.000| 0.008| 0.068 0.875
CMPal, #1 18| 9.457E-01 0.830[-0.112] 0.000| 0.008| 0.068 0.793
BGT label 19| 7.714E-01 -0.092 1.601] 1509
MOV al, #0 20 1.053 0.930 0.000| 0.008] 0.000 0.938
21 1.232 0.000 0.000
22| 9.380E-01 0.000
Total 18571 18.865
% difference -1.58




V1. CONCLUSIONS

The meaurements taken for the development of
instruction-level energy models for the ARM7TDMI
embedded processor are presented and anayzed. The
instantaneous current drawn by the procesor is measured and
integrated in clock cycles to derive the @nsumed energy.
Appropriate measuring environment and measuring
methoddogy has been established for this purpose. The
energy of an instruction is analyzed in three ©@mponents so
that the proposed modeling technique can be gplied. These
components correspond to the pure base energy cost of the
instruction, the inter-instruction cost and the dfed of the
instruction parameters. The values for these mmponents were
presented, analyzed and discussed. The proposed approach in
modeling the software energy of microprocesorsis validated
by the results snce only up to 5% error in energy was
observed for red software kernels.
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